A bioelectrical impedance analysis equation for predicting total body water and fat-free mass in children with Human Immunodeficiency Virus-1 in the pre-HAART and HAART eras
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Introduction

Bioelectrical impedance analysis (BIA) is commonly used to measure body composition, however limited studies of its usefulness in children with the human immunodeficiency virus (HIV) -1 infection exist. The objective of the study was to provide a BIA equation for predicting body composition in outpatient pediatric HIV populations, to compare performance of our equation to published equations derived from both non-HIV and HIV-positive pediatric populations and to evaluate performance of our equation developed in the pre-highly active antiretroviral (HAART) era, in a separate HIV-positive pediatric population on HAART. Total body water (TBW) by deuterium dilution and BIA measures from 30 HIV-positive pediatric subjects in the pre-HAART era were used to develop an equation for estimating body composition. We evaluated 18 published pediatric BIA equations in our subjects using Bland Altman analysis, and the performance of our model in a separate HIV-positive pediatric population on HAART with dual energy X-ray absorptiometry (DXA) measures. Using multivariate techniques, we developed a predictive equation for TBW using height and resistance in children off HAART that correlated well (r=.95) with FFM measures obtained by DXA in children receiving HAART. A number of published BIA equations developed in healthy children also provided good estimates of TBW or FFM in our subjects. In conclusion: We provide a new BIA equation for estimating body composition in children on or off HAART. Thus BIA measures in HIV-infected children without clinically apparent lipodystrophy are not affected by HAART, although fat distribution cannot be well-defined by BIA. Published models derived from HIV populations do not always out-perform those derived from healthy subjects.
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medium (body water). This relationship allows body composition to be predicted assuming that the hydration of the FFM is known or assumed.

BIA has been shown to estimate body composition with sufficient precision for use in clinical investigation and practice and has been useful for studying body composition and changes in body composition over time in adult patients with the human immunodeficiency virus (HIV)-1 [1,2]. Since changes in body composition are pervasive in pediatric HIV-1 [3,4] and often predict clinical outcomes [5,6], simple, non-invasive tools to measure body composition are needed to track children serially.

In this study, we developed a BIA equation for estimating body composition in HIV-1 infected children using TBW (derived from deuterium) while evaluating the performance of a number of BIA equations from the literature. In addition, we evaluated the efficacy of our equation for predicting body composition in another population of HIV-positive children for whom we had dual energy X-ray absorptiometry (DXA) measures and BIA measures in the HAART era. As body composition and fat distribution of HIV-1-infected children have changed from the pre-HAART to HAART era [7–9], our goal was to develop a widely applicable BIA equation to track body composition changes in children on or off HAART. Routine acquisition of easily obtainable and valid measures in the clinical setting enables body composition changes, induced by HIV-specific treatment regimens, to be tracked.

Subjects and methods

Subjects

Our reference population consisted of 30 HIV-1-infected children whose data were used to develop our equation. These children were enrolled as part of a prospective, longitudinal study on growth and nutrition in pediatric HIV between 1996 and 1999 at the Children’s Hospital AIDS Program (CHAP), Boston, MA and the University of Rochester Pediatric HIV Program, Rochester, NY. These included 14 males and 16 females, all perinatally-HIV-1-infected, between the ages of three and 13 years who underwent both BIA and TBW measures prior to initiating HAART therapy. The ethnic distribution of the group included 18 Hispanic, eight black, non-Hispanic, three white, non-Hispanic and one child of mixed ethnicity. Our validation population included 14 perinatally-HIV-1-infected children plus one child infected through blood products (eight males and seven females) studied in the HAART era. These children were aged four to 19 years and underwent simultaneous BIA and DXA testing between 2001 and 2003 at the Children’s Hospital AIDS Program (CHAP), Boston, MA. The ethnic distribution of this group included six white, non-Hispanic, one Asian, five black, non-Hispanic and three Hispanic children. The diagnosis of HIV-1 infection in all children was confirmed by repeatedly positive serum enzyme-linked immunosorbant assay (ELISA) in conjunction with Western Blot assays and repeatedly positive HIV-1 RNA or DNA polymerase chain reaction (PCR). Five children in the validation group had abdominal adiposity and two children had a buffalo hump, although none of the children had classic clinical features of lipodystrophy with extremity and facial wasting. No children received enteral or parenteral nutrition during the study period and no clinically obvious edema was present in the subjects. All children in the reference (TBW) and the validation (DXA) populations were measured once, thus all values are unique. None of the participants in the validation population were part of the reference population in which we developed our predictive equation. The Institutional Review Boards at both institutions reviewed and approved the research protocol and parental consent was obtained before participation in the study.

Methods

Total body resistance and reactance were measured in the supine position using a single-frequency 50-kHz tetra polar four terminal impedance analyzer (RJL Systems, Detroit, MI, USA). Measures were taken in the morning following an overnight fast. Current-injector electrodes were placed just below the phalangeal-metacarpal joint in the middle of the dorsal side of the right hand and below the metatarsal arch on the superior side of the right foot. Detector electrodes were placed on the posterior side of the right wrist, midline to the pisiform bone on the medial (fifth phalangeal) side with the foot semi flexed. Resistance and reactance have a reproducibility of ± 0.31% [10].

Height, weight, mid-arm muscle circumference (MAC), and triceps skinfold thickness (TSF) were measured by registered dieticians trained and standardized in anthropometry. Weight (recorded to the nearest 0.01 kg) and standing height (recorded to the nearest 0.01 cm) were measured by recommended techniques [11]. BMI was calculated as weight/height2 (kg/m²). TSF was measured with Lange skin calipers (Lange, Cambridge MD USA) and MAC was measured using standard techniques [12]. An average of three measurements were taken. TSF and MAC were used to derive arm muscle circumference (AMC), a measure of muscle mass [12]. Age- and sex-adjusted percentiles for TSF and AMC were derived from the Ten State Nutrition Survey for infants and children [13]. Height, weight and BMI were expressed as Z scores specific for age and gender and were calculated from EpiInfo [14].

TBW was estimated by deuterium dilution (2H2O). Children were fasted overnight and an initial baseline urine sample was obtained in order to measure naturally occurring deuterium. The child was then given 0.2 grams deuterium per kilogram of body weight orally. The container was washed with 30 milliliters of water and the child consumed that additional amount. After the administration of deuterium, the child con-
continued to fast for an additional 1.5 hours to allow absorption of the isotope. Two spot urine samples were collected at least three hours after ingestion. This technique has a reproducibility of repeat measures for TBW of ±3% and an intra class correlation coefficient of 0.98 [15].

TBW was defined as the deuterium dilution space, based on the difference between the baseline and subsequent deuterium enrichment. Deuterium enrichment was determined by reducing cryogenically distilled urine water to hydrogen gas by reaction with zinc at 460°C and then measuring $^{2}$HH-H$_2$ ratios in an isotope ratio mass spectrometer (SIRA 12, VG Isogas, Middlewich, Cheshire, UK) using the methods outlined by Welle et al [16]. All samples were assayed in triplicate and mean values given.

**Bioelectrical impedance and Pediatric HIV**

<table>
<thead>
<tr>
<th>Author(s) and reference</th>
<th>Equation</th>
<th>N</th>
<th>Age</th>
<th>Study location</th>
<th>TBW or FFM measurement &amp; collection methods</th>
</tr>
</thead>
<tbody>
<tr>
<td>Total body water:</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Horlick et al [10]</td>
<td>TBW = 0.725 + 0.475 Ht$^2$/R + 0.140 W</td>
<td>1291</td>
<td>4–18</td>
<td>New York, USA</td>
<td>Deuterium saliva</td>
</tr>
<tr>
<td>Arpadi et al [22]</td>
<td>Ln(TBW) = 1.65 + 0.05 Ht$^2$/R</td>
<td>20</td>
<td>4–11</td>
<td>New York, USA</td>
<td>Urine $^{18}$O</td>
</tr>
<tr>
<td>Gregory et al [23]</td>
<td>TBW = 0.79 + 0.55 Ht$^2$/l</td>
<td>28</td>
<td>7–16</td>
<td>Dundee, Scotland</td>
<td>Deuterium</td>
</tr>
<tr>
<td>Danford et al [24]</td>
<td>TBW = 1.84 + 0.45 Ht$^2$/R + 0.11 W</td>
<td>37</td>
<td>5–9</td>
<td>Illinois, USA</td>
<td>Deuterium, saliva (children) $^{18}$O, urine (infants) Deuterium</td>
</tr>
<tr>
<td>Kushner et al [25]</td>
<td>Equation 1: TBW = 0.700 Ht$^2$/R – 0.32, Equation 2: TBW = 0.593 Ht$^2$/R + 0.065 W + 0.04</td>
<td>81</td>
<td>3 mo–9 yrs</td>
<td>Illinois, USA</td>
<td>Deuterium</td>
</tr>
<tr>
<td>Davies et al [26]</td>
<td>TBW = -0.50 + 0.60 Ht$^2$/l</td>
<td>26</td>
<td>5–17</td>
<td>Dundee, Scotland</td>
<td>Deuterium $^{18}$O</td>
</tr>
<tr>
<td>Davies &amp; Gregory (28)</td>
<td>TBW = 0.13 + 0.58 Ht$^2$/l</td>
<td>54</td>
<td>5–17</td>
<td>Dundee, Scotland</td>
<td>Deuterium saliva</td>
</tr>
<tr>
<td>Fjeld et al [31]</td>
<td>TBW = 0.76 + 0.18 Ht$^2$/l + 0.39 W</td>
<td>44</td>
<td>3mo–3yrs</td>
<td>Lima, Peru</td>
<td>Deuterium</td>
</tr>
<tr>
<td>Leman et al [32]</td>
<td>TBW = 1.67 + 0.35 Ht$^2$/R + 0.24 W – 0.74 S</td>
<td>39</td>
<td>5–18</td>
<td>Nigeria</td>
<td>Deuterium</td>
</tr>
<tr>
<td>Fat-free mass:</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Horlick et al [10]</td>
<td>FFM = (3.474 + 0.459 Ht$^2$/R + 0.064 W)/(0.769 – 0.009 A – 0.016 S)</td>
<td>1291</td>
<td>4–18</td>
<td>New York, USA</td>
<td>$^{18}$O Densitometry</td>
</tr>
<tr>
<td>Goran et al [15]</td>
<td>FFM = (0.59 Ht$^2$/R + 0.065 W + 0.04)/(0.769 – 0.0025 A – 0.19 S)</td>
<td>31</td>
<td>4–6</td>
<td>Vermont &amp; Arizona USA</td>
<td>Total body potassium DEXA, total body potassium</td>
</tr>
<tr>
<td>Deurenberg et al [27]$^1$</td>
<td>FFM = 0.430 * 10$^4$ * Ht$^2$/l + 0.354 W + 0.9 S</td>
<td>64</td>
<td>8–11</td>
<td>Wageningen, Netherlands</td>
<td>Respiratory water</td>
</tr>
<tr>
<td>Cordain et al [29]</td>
<td>FFM = 6.86 + 0.81 Ht$^2$/R</td>
<td>30</td>
<td>9–14</td>
<td>Colorado, USA</td>
<td>Deuterium</td>
</tr>
<tr>
<td>De Lorenzo et al [30]</td>
<td>FFM = 2.33 + 0.588 Ht$^2$/l + 0.211 W</td>
<td>35</td>
<td>7–13</td>
<td>Rome, Italy</td>
<td>Deuterium</td>
</tr>
<tr>
<td>Houtkooper et al [33]</td>
<td>FFM = 0.61 Ht$^2$/R + 0.25 W + 1.31</td>
<td>94</td>
<td>10–14</td>
<td>Ohio &amp; Arizona, USA</td>
<td>Deuterium</td>
</tr>
<tr>
<td>Schaefer et al [34]</td>
<td>FFM = 0.65 Ht$^2$/l + 0.68 A + 0.15</td>
<td>112</td>
<td>3–19</td>
<td>Heidelberg, Germany</td>
<td>40K whole body potassium counter</td>
</tr>
</tbody>
</table>

A = Age in years; Ht = height (cm); W = weight (kg); S = sex where males = 1 and females = 0; TBW = total body water (L); I = impedance; R = resistance derived from bioelectrical impedance analysis; Arpadi et al [22] include HIV-positive subjects only; Horlick et al [10] include 54 HIV-positive subjects. Deurenberg et al [27] where height in meters; males = 1 and females = 0. The authors refer to impedance as R in their paper. $^1$Estimated from body density.
collected over an area of 200 cm x 60 cm and expressed as grams of fat, grams of lean tissue mass and/or percent lean body mass.

**Statistical analysis**

The relationship between BIA measures and deuterium-derived TBW was modeled, using least squares linear regression. We then added additional variables to the model to determine whether they improved the accuracy of the prediction. These variables included weight, age, sex, triceps skinfold thickness and mid-arm circumference. The best-fit criteria were based on maximizing the correlation coefficient and significance of the constant and coefficient, while minimizing the standard error of the estimate (SEE).

All analyses were carried out using SPSS for Windows (SPSS Inc., Chicago, IL, USA) where significance was based on 95% confidence limits.

In addition, the performances of 18 BIA models from the literature (listed in Table 1) were evaluated using our BIA and TBW data. These models were derived using a variety of methods measuring either TBW or estimating FFM (see Table 1). The evaluation of model performance included a Bland Altman [19, 20] assessment of the agreement between predicted TBW or FFM using the published equations and observed TBW or FFM as measured or estimated in our study.

Using the methods of Bland and Altman [19, 20], error was calculated as predicted TBW or FFM minus observed TBW or FFM estimated from deuterium dilution. Percentage error was calculated as \[\text{[(predicted – observed TBW or FFM)/(observed TBW or FFM) \times 100]}\]. The mean percent error reflects bias in estimates where a positive bias represents over-estimation in TBW or FFM by a model and negative bias represents under-estimation. Loss of precision was calculated as \[\text{[(variance of difference between predicted and observed TBW or FFM)/(variance of observed TBW or FFM) \times 100]}\], based on equal sample sizes for both predicted and observed variables. Loss of precision gives an indication of the increase in sample size required to compensate for the use of predicted rather than criterion measures in an experimental or epidemiological study [21].

In addition to Bland Altman analysis, we evaluated whether the bias in estimates was constant or varied as a function of TBW or FFM by determining whether the bias in estimates was constant or varied as a function of TBW or FFM by determining whether the bias in estimates was constant or varied. In this study, we used the methods of Bland and Altman [19, 20], where TBW was predicted using least squares linear regression. We then added additional variables to the model to determine whether they improved the accuracy of the prediction. These variables included weight, age, sex, triceps skinfold thickness and mid-arm circumference. The best-fit criteria were based on maximizing the correlation coefficient and significance of the constant and coefficient, while minimizing the standard error of the estimate (SEE).

The same methods as described above were applied to data from our validation study. We used the sex-specific predictive equations utilizing height and resistance derived in our reference study (equations 2 and 3 listed in Table 3) to estimate total body water from BIA in our validation study. Forbes' [18] age and sex-specific hydration fractions were used to estimate FFM from TBW. FFM estimated by DXA was then used as the criterion value for the purposes of the Bland Altman analyses in which we compared DXA derived measures of FFM with BIA derived estimates of FFM. In addition, the performance of two previously published pediatric equations [10, 22] was evaluated in the DXA validation population as these equations represent the only other published equations including HIV-positive pediatric subjects. TBW estimates from Arpadi et al [10] were converted to FFM estimates utilizing the hydration fractions of Forbes [18], while FFM derived from the Horlick et al [10] equations was estimated directly with no correction for hydration fraction required.

Following Bland and Altman [19, 20], we plotted the difference (bias) between the predicted and observed TBW or FFM value against the average of the two values \[\text{[(predicted TBW or FFM – observed TBW or FFM from deuterium)/2]}\] for visual assessment of the limits of agreement and bias between predictive models and observed TBW or FFM estimated from deuterium.

### Results

**Patient characteristics**

The clinical characteristics of the two study groups are shown in Table 2. The two populations differed statistically in a number of ways, based on independent sample T-tests with limits set at 95% confidence intervals. Children in the reference population were on average younger than those in the validation population, with a mean age difference of five years. In keeping with their younger age, height, weight, TBW and FFM resistance, reactance and impedance measures were lower in the reference versus validation study participants. The children in the validation group were all on HAART therapy whereas none of the children in the reference population were on HAART. Although not statistically significant, CD4 counts in the validation population were 26% higher than in the reference population. CDC stages in the reference population were as follows: eight children stage A; 17 children stage B, five children stage C. In the validation group, three children were stage A, seven children were stage B, five children were stage C. In the validation study group, weight Z score, height Z score and triceps and mid-arm circumference percentiles were also higher, albeit not significantly, than those of the reference study participants. The reference study participants had BMI Z scores that did not differ statistically from the validation study participants (mean BMI Z score = –0.21 and –0.28 respectively). Therefore, after controlling for age differences, the reference and validation populations did not differ in nutritional status.

Table 3 shows four least squares regression models derived from our reference data using a variety of variables. We added height\(^2\)/resistance, weight, age, sex, triceps skinfold thickness and mid-arm circumference to the regression models. Equation 1 was the best predictive model for TBW in our study where 97.6% of the variation in TBW was explained by height\(^2\)/resistance and where TBW was predicted with a SEE of 0.82 l. Adding weight (equation 4), age
and sex improved the model only slightly, while the addition of triceps skinfold and mid-arm circumference measures did not improve the model (data not shown for age, sex, triceps skinfold and mid-arm circumference).

Table 4 lists the statistics for agreement between the published prediction equations in Table 1 and TBW or FFM in our subjects. Statistics include the correlation expressed as a percentage between TBW or FFM and the predicted value, the standard error of the estimate (SEE), descriptive statistics for the bias, including the 95% confidence intervals of the mean in bias, percentage error statistics and loss of precision as a percentage. It also includes information on whether the slope describing the relationship between the bias and the mean of the two methods deviates significantly from zero, representing a non-constant bias.

With the exception of the Arpadi et al [22] and Goran et al [15] models for predicting FFM, the correlations between predicted and observed TBW and FFM values for these models were all very high, ranging from 94 to 99.2%, indicating good linear relations for these predictive models. The Arpadi et al [22] and Goran et al [15] models produced the highest loss of precision percentages as in both cases, the models performed most poorly in males.

When we constructed Bland Altman plots (ie bias in TBW or FFM estimate in relation to mean estimate based on both methods) several models were associated with fitted least squares regression lines that deviated significantly from zero [15, 22–25]. The remaining models were associated with slopes that did not deviate significantly from zero. Some models produced clear differences in bias between the sexes [15, 22, 28, 30, 31].

We selected the best-fit models by determining which maximized the correlation coefficient between estimate and criterion values while minimizing the SEE, mean percentage error, the range between lower and upper limits of agreement for error and percentage error, and minimizing loss of precision and positive or negative trends in bias. In addition we
T.H. Joffe et al evaluated the 95% confidence intervals for the mean bias. Based on these criteria and the results listed in Table 4, the Leman [32] and Horlick et al [10] BIA models estimated TBW in our sample with the highest accuracy (mean bias of –1 kg and –0.64 kg respectively, with loss of precision <2%). Both models provided 96% confidence limits within about 0.5 kg. The Arpadi et al [22] model performed most poorly in our subjects, particularly in males, where it failed to provide a loss of precision value below 100%. The confidence intervals in this model had a range of 10 kg. Removal of one male outlier did not markedly improve the overall performance of the model. With the exception of the Arpadi model, all TBW equations slightly under-estimated TBW in our subjects but still provided fairly good estimates of TBW, with 95% of estimates within 1 kg of the mean bias.

Accurate BIA models for predicting FFM in our sample included all but Goran et al [15]. The Horlick et al [10], Houtkooper et al [33], de Lorenzo et al [30], Cordain et al [29] and Deurenberg et al [27] models, where correlation coefficients were between 98–99%, were the best models, all providing confidence limits within a kilogram. The Schaefer et al [34] model performed slightly less well. FFM in our sample was somewhat over-estimated by some models [15,29 and to a slight degree by 10,30,33] and underestimated by others [27, and to a lesser degree by 34]. Although some models performed less well than others, in every case criterion and estimated values for TBW or FFM were significantly correlated.

### Table 4. Correlations, SEE, error statistics and 95% confidence intervals associated with Bland Altman Analyses Assessing the Accuracy of Published Equations listed in Table 1 with our BIA, TBW and DXA Data.

<table>
<thead>
<tr>
<th>Reference</th>
<th>Corr. %</th>
<th>SEE</th>
<th>Mean</th>
<th>95% CI</th>
<th>Lower limit</th>
<th>Upper limit</th>
<th>Loss of precision</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Total body water:</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Arpadi et al [22]</td>
<td>92.7</td>
<td>1.97</td>
<td>1.65</td>
<td>–0.54, 3.84</td>
<td>–1.41</td>
<td>31.43</td>
<td>7.13</td>
</tr>
<tr>
<td>Males excl. 1 outlier</td>
<td>96.5</td>
<td>1.66</td>
<td>2.66</td>
<td>–2.25, 5.58</td>
<td>–1.33</td>
<td>31.43</td>
<td>8.44</td>
</tr>
<tr>
<td>All males</td>
<td>96.3</td>
<td>0.96</td>
<td>0.45</td>
<td>–1.33, 7.05</td>
<td>–1.33</td>
<td>4.83</td>
<td>5.98</td>
</tr>
<tr>
<td>Females excl. 1 outlier</td>
<td>97.6</td>
<td>0.843</td>
<td>2.21</td>
<td>–2.62, –1.81</td>
<td>–3.47</td>
<td>0.54</td>
<td>–17.17</td>
</tr>
<tr>
<td>All females</td>
<td>99.0</td>
<td>0.746</td>
<td>0.72</td>
<td>–1.04, –0.40</td>
<td>–2.39</td>
<td>2.04</td>
<td>–4.22</td>
</tr>
<tr>
<td>Kushner et al [25]</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td><strong>Equation 1</strong></td>
<td>98.8</td>
<td>0.817</td>
<td>0.41</td>
<td>–0.88, –0.05</td>
<td>–2.61</td>
<td>2.48</td>
<td>–4.59</td>
</tr>
<tr>
<td><strong>Equation 2</strong></td>
<td>98.9</td>
<td>0.777</td>
<td>0.72</td>
<td>–1.04, –0.40</td>
<td>–2.41</td>
<td>1.26</td>
<td>–5.94</td>
</tr>
<tr>
<td>Davies et al [26]</td>
<td>97.6</td>
<td>0.843</td>
<td>2.58</td>
<td>–2.94, –2.21</td>
<td>–3.85</td>
<td>–0.15</td>
<td>–20.86</td>
</tr>
<tr>
<td>Davies &amp; Gregory [28]</td>
<td>97.6</td>
<td>0.843</td>
<td>2.31</td>
<td>–2.68, –1.93</td>
<td>–3.54</td>
<td>0.25</td>
<td>–18.32</td>
</tr>
<tr>
<td>Fjeld et al [31]</td>
<td>98.0</td>
<td>0.755</td>
<td>0.54</td>
<td>–0.87, –0.20</td>
<td>–1.45</td>
<td>1.80</td>
<td>–3.49</td>
</tr>
<tr>
<td>Horlick et al [10]</td>
<td>99.0</td>
<td>0.738</td>
<td>0.64</td>
<td>–0.91, –0.37</td>
<td>–2.06</td>
<td>1.64</td>
<td>–4.59</td>
</tr>
<tr>
<td>Leman et al [32]</td>
<td>99.2</td>
<td>0.682</td>
<td>1.00</td>
<td>–1.26, –0.74</td>
<td>–2.59</td>
<td>1.08</td>
<td>–7.16</td>
</tr>
<tr>
<td><strong>Fat-free mass:</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Goran et al [15]</td>
<td>83.0</td>
<td>3.94</td>
<td>11.61</td>
<td>8.57, 14.65</td>
<td>–0.55</td>
<td>32.05</td>
<td>64.09</td>
</tr>
<tr>
<td>Deurenberg et al [27]</td>
<td>98.9</td>
<td>0.78</td>
<td>–1.11</td>
<td>–1.46, –0.77</td>
<td>–2.06</td>
<td>1.57</td>
<td>–6.42</td>
</tr>
<tr>
<td>Cordain et al [29]</td>
<td>98.8</td>
<td>1.10</td>
<td>4.58</td>
<td>4.18, 4.98</td>
<td>2.95</td>
<td>7.82</td>
<td>28.66</td>
</tr>
<tr>
<td>de Lorenzo et al [30]</td>
<td>97.9</td>
<td>1.06</td>
<td>0.59</td>
<td>0.13, 1.16</td>
<td>0.94</td>
<td>3.69</td>
<td>4.84</td>
</tr>
<tr>
<td>Houkkooper et al [33]</td>
<td>99.0</td>
<td>0.99</td>
<td>0.83</td>
<td>0.45, 1.21</td>
<td>–1.72</td>
<td>3.50</td>
<td>5.13</td>
</tr>
<tr>
<td>Horlick et al [10]</td>
<td>99.1</td>
<td>0.96</td>
<td>2.20</td>
<td>1.81, 2.58</td>
<td>0.02</td>
<td>4.65</td>
<td>13.23</td>
</tr>
<tr>
<td>Schaefer et al [34]</td>
<td>97.3</td>
<td>1.2</td>
<td>–0.11</td>
<td>–0.72, 0.49</td>
<td>–2.99</td>
<td>2.73</td>
<td>–1.43</td>
</tr>
<tr>
<td><strong>DXA FFM:</strong></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Our equation</td>
<td>95.1</td>
<td>3.19</td>
<td>–1.42</td>
<td>–3.13, 0.29</td>
<td>–8.43</td>
<td>6.06</td>
<td>–3.85</td>
</tr>
<tr>
<td>Arpadi et al [22]</td>
<td>88.6</td>
<td>4.80</td>
<td>13.09</td>
<td>1.67, 24.50</td>
<td>–3.03</td>
<td>76.30</td>
<td>31.92</td>
</tr>
<tr>
<td>Males</td>
<td>89.6</td>
<td>4.98</td>
<td>17.88</td>
<td>–4.47, 40.24</td>
<td>–3.03</td>
<td>76.30</td>
<td>49.14</td>
</tr>
<tr>
<td>Females</td>
<td>94.8</td>
<td>3.36</td>
<td>7.60</td>
<td>–1.26, 16.47</td>
<td>–0.80</td>
<td>25.56</td>
<td>20.46</td>
</tr>
<tr>
<td>Horlick et al [10]</td>
<td>96.8</td>
<td>2.6</td>
<td>–0.53</td>
<td>–1.92, 0.87</td>
<td>–5.31</td>
<td>5.54</td>
<td>–1.37</td>
</tr>
</tbody>
</table>

Corr. % R = regression * between predicted and observed TBW or FFM, expressed as a percent. P = 0.000 in all cases. SEE = standard error of estimate. CI = confidence interval of mean bias.

1 Error = predicted TBW or FFM – observed TBW or FFM; percentage error = [(predicted – observed TBW or FFM)/observed TBW or FFM] * 100; Loss of precision = (variance of difference between predicted and observed TBW or FFM)/(variance of observed TBW or FFM) expressed as a percentage.

Error and lower and upper limits for error in liters for TBW and kg for FFM. Correlation, percentage error, and loss of precision in percentages.

a slope deviates significantly from zero, when bias in estimate is regressed against mean estimate of the two methods (representing non–constant bias in estimates)
formed well in the DXA subjects where they provided a non-significant bias in estimates of FFM when compared with DXA measures (Figure 1). Using our sex-specific equations, the mean difference in FFM was −1.4 kg, the minimum bias was −8.4 kg and the maximum bias was +6.1 kg with confidence intervals of −3.13 kg and +0.29 kg. There was a high correlation between estimates of FFM using our equation and those of DXA (R = 0.95, SEE = 3.2). When we fitted a regression slope through these data (ie FFM bias in relation to the mean of DXA and our equation’s estimates of FFM), it did not deviate significantly from zero, suggesting that the bias in estimates was both non-significant and constant across FFM.

In addition to our equation, the Horlick et al [10] equation estimated DXA FFM with good accuracy (Figure 2). This model outperformed most other published equations we tested in our reference group and performed equally well in our validation group where estimated FFM explained almost 97% of the variance in FFM by DXA, and where FFM estimates were on average only 0.5 kg below DXA measures, with 95% confidence intervals of −1.92 kg and 0.87 kg.

In contrast, the Arpadi equation [22] did not perform well in our DXA validation group where it overestimated FFM with a non-constant bias and high percentage error (mean = 32%, minimum = −11.2%, maximum = 149%, 95% CI=1.67, 24.50 kg) and loss of precision (426%). A positive bias of 76.3 kg was seen in one male who accounted for the greater loss of precision in males (664%) as opposed to females (99%).

In addition, regression analysis demonstrated that bias between DXA and the Arpadi FFM estimates increased with increasing FFM. A least squares linear regression described the relationship between FFM estimate bias and the mean of the DXA and Arpadi FFM estimates where the slope of the regression line deviated significantly from zero (Figure 3). The Arpadi equation therefore performed similarly in both our reference and validation groups; children with TBW and DXA estimates of FFM. In both cases, the Arpadi equation over-estimated FFM and performed most poorly in individuals with high body FFM and in males in general.

Discussion

We provide a new equation for predicting body composition from bioelectric impedance analysis and total body water by deuterium dilution in HIV pediatric subjects and have evaluated the accuracy of the equation for predicting FFM from dual energy X-ray absorptiometry in a separate HIV pediatric population on HAART therapy. Our equation performed well in this group of HIV-positive children where the bias in
estimates was non-significant and constant. Our equa-
tion therefore may be used to estimate body composi-
tion in those HIV-positive children between the ages of
3 and 19 years with and without HAART therapy and
who do not have clinically apparent lipo-
dystrophy.

The use of BIA to accurately determine body com-
position has been fraught with difficulty and investi-
gators have recommended its use only with age and
disease-specific equations [35]. HIV in both adults and
children has become two disorders; the disease prior
to HAART therapy and the disease on HAART
therapy. In contrast to the improved clinical condition
of the patient on HAART, is the potentially adverse
nutritional impact of HAART leading to the metabolic
syndrome with its attendant cardiovascular and meta-

The interpretation of BIA in patients with clinically
obvious lipodystrophy can be problematic, based on
the assumptions and principles of this method [37].
Geometry of the individual (BIA works best in a cylin-
der), the size of the tissue, and the intrinsic electrical
conductivity of the tissues (ie differentiating lean, the
conducting tissue versus fat, the tissue which offers
resistance) are basic assumptions in its interpretation.
With clinical lipodystrophy, the abdominal adiposity
changes the assumed cylindrical shape, as well as the
composition of the abdominal organ (more fat),
potentially making interpretation of BIA equations
developed in the pre-HAART era challenging [38].
However, in our study, although these children were
on HAART therapy, most did not have clinically
apparent lipodystrophy. Our equation worked well in
this group of children. Thus, we advocate the use of
our equation in children on or off HAART who do not
have clinically obvious lipodystrophy. However, we
would caution its use in children with clinically appar-
rent lipodystrophy, until there is further validation in
this type of patient.

In addition, we have shown that a number of BIA
models derived from healthy pediatric populations
perform well in predicting TBW and FFM in HIV-
positive children who are relatively healthy. These
include the models of Horlick et al [10], Leman et al
[32], de Lorenzo et al [30] and Houtkooper et al [33].
The Horlick et al [10] model performed very well in
estimating FFM in our validation group. Although this
model was developed in both HIV-negative and posi-
tive children, it performed well in our HIV-positive
DXA study subjects who were generally healthy with
a mean BMI over 18 and mean BMI Z score of -0.28.
This model was derived from the largest study popu-
lation of all models assessed here (n=1291). The pre-
dictive equation of Arpadi et al [22] was derived in a
population of HIV-positive children aged 4 to 11
years. It is, therefore, surprising that this model per-
formed poorly in our subjects. The Arpadi model
showed a clear performance difference between the
sexes with markedly poorer performance in males
and in individuals with high FFM in general. It is
therefore likely that differences exist between the
males in our studies, and several of those published,
and those in the Arpadi population from which their
predictive equation was derived. Unfortunately
Arpadi et al [22] did not provide sex-specific descrip-
tive statistics so it is not possible to directly compare
our male subjects to determine if body composition
differences are present. It is, however, unlikely that a
simple body composition difference exists between
our male subjects and those of Arpadi and colleagues
as males in our reference and validation groups them-

A possible explanation for the discrepancy between
Arpadi estimates of TBW and FFM may be the differ-
cence in morbidity between the Arpadi population and
our study groups. Mean CD4 count in the Arpadi et al
[22] sample was 319 cells/mm³ (sd=350) while it was
significantly higher in our reference and validation
groups at 643 cells/mm³ (sd=521) and 812 cells/mm³
(sd=550) respectively. Depleted CD4 counts in HIV-
infected patients are often associated with diarrhea
and secondary illness and may be associated with
hydration status and body cell mass changes in
patients as well as wasting [39,40]. While we are
unable to compare CD4 counts between the sexes in
the Arpadi study and our own, increased bias may
arise from error in FFM estimates as a result of possible
alterations in the hydration fraction of lean tissue in ill
HIV-positive children. Here we used the sex and age-
specific lean tissue hydration fractions given by Forbes
[18]. However, it is not known whether these accu-
rectly reflect hydration of fat-free tissue in sick chil-

Body composition differences between the sexes
may then play a role in the sex-specific biases in esti-
mates seen here using Arpadi’s BIA equation to esti-
mate FFM. This may, in part, help to explain why
poorer model performance in males was not confined
to the Arpadi models but included those of Goran
[15], Gregory [23], Fjeld [31], Davies and Gregory [28],
and de Lorenzo [30] which produced statistically
significantly higher mean TBW and FFM biases in
males.

Equally, possible differences in methodologies
utilized to measure TBW or FFM, to collect samples,
or to control for non-aqueous deuterium exchange
within the body (see Table 1), may also contribute to
error differences between equations and validation
samples [41, 42]. In the case of the Arpadi equation,
this is however unlikely to provide an explanation as
bias margins markedly exceed error margins attribut-
able to methodological differences between studies.
We have assessed the usefulness of BIA equations for predicting body composition in HIV-positive pediatric populations both prior to and following the introduction of HAART therapies. A key finding is the usefulness of BIA for estimating body composition both in the pre-HAART and HAART eras, in the absence of severe wasting, dehydration or clinical lipodystrophy. The equation we present will be useful to monitor body composition changes over time in children on and off HAART. As HIV-infected children demonstrate adverse nutritional consequences of antiretroviral therapy, a simple, non-invasive method to detect early changes in body composition is important. However, body fat distribution cannot be ascertained with this method. Moreover, the relative constancy in bias found here between BIA and TBW and BIA and DXA measures of body composition make correcting for bias in individual measures a relatively straightforward procedure. The applicability of this equation in developing countries where there are other factors that can alter body composition or in children with clinically apparent lipodystrophy has yet to be determined.

Acknowledgments—The authors would like to thank the patients, families and staff of the GCRC for making this study possible. Dr Roubenoff is now an employee of Millennium Pharmaceuticals, Cambridge, MA. This work was supported in part by NIDDK grant 1PO1DK45734, General Clinical Research Center grants MO1-RR00054, 5M01 RR00044, 5M01 RR02172 from the National Center for Research Resources, NIH and NIH grant 5 P30 DA013868-02

References